Tensor diffusion level set method for infrared targets contours extraction
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A B S T R A C T

A tensor diffusion level set method is presented to extract infrared (IR) targets contour under a sky–mountain–water complex background. The proposed model combines tensor diffusion operator and the eigenvalues of tensor-image into a common energy minimization level set framework. By incorporating the information of image tensor diffusion operator into the external energy term, the level set function can move in a specific way. And eigenvalues of tensor-image are used for the regularization of zero level curves in order to diminish the influence of image ‘clutter’ and noise. An additional benefit of the proposed method is robust to initial conditions. Experimental results show very good performance of the tensor diffusion level set method for IR targets contours extraction.

1. Introduction

As a key technique in infrared (IR) alert and automatic target recognition system, IR targets detection has become one of the most important topics in the field of IR image processing [1]. However, IR targets detection is yet a difficult task. This difficult can be arises from the fact that most IR images are characterized by complex background. Various techniques have been proposed for IR target detection. These methods include: thresholding algorithm [2,3], wavelet transformation [4,5], stochastic algorithm [6] and real-time detection method [7], etc. Recently, variational level set method [8–10], which express targets detection as the minimization of a functional, have been well established and widely used in various image applications, including IR targets contours extraction [11,12] and medical image segmentation [13,14]. The main advantages of this method is that the variational models can be easily formulated under a pricipled energy minimization framework, and allow incorporation of various prior knowledge, such as shape and intensity distribution, for robust image segmentation [10]. This paper will focus on variational level set methods for IR targets contours extraction.

In image processing and computer vision applications, the level set method [15] was first introduced independently by Caselles et al. [16] and Malladi et al. [17] in the context of active contours for image segmentation. The original idea is to implicitly represent an interface as the zero level set of a function in higher dimension, referred as to a level set function, and then the level set function is deformed according to an evolution partial differential equation (PDE). A remarkable merit is that the level set function evolution allows for cusps, corners, and automatic topological change of active contour. Variational level set methods for image segmentation involve minimizing an energy functional over a space of level set functions using continuous gradient descent method. The energy functional typically includes the internal energy that smoothes the level set function and the external energy that drives the motion of the zero level set toward the desired image features, such as objects boundaries.

However, the previous level set-based works on IR targets contours extraction [11,12] represent an image by a scalar or vector in dimensional space. In so doing, some useful information in the original data may not be captured well. As a consequence, these approaches typically experience difficulty handling images with a significant portion of mixed pixels. In fact, pixel mixing often occurs in real IR images from different modalities. By reason of light or sun, some regions in background can produce higher gray-level than objects, this phenomenon is called ‘pixel mixing’ or ‘clutter’. Generally, ‘clutter’ can be seen as a special noise.

Recently, a number of algorithms for image processing with structure tensor and tensor anisotropic diffusion have been proposed and attracted great interest [18–21]. Structure tensor and tensor diffusion directly treats the data as tensor, and thus effectively avoids the problems derived from treating data as scalars or vectors. This construction indeed allows for smoothing along discontinuities of the tensor field, while smoothing across discontinuities is inhibited [18]. In most applications, especially for IR image segmentation, it is desirable that there is a filling-in effect of local information.

In this paper, we propose a tensor diffusion level set method to extract IR targets contour. The proposed model combines tensor...
diffusion operator and the eigenvalues of tensor-image into a common energy minimization level set framework. By incorporating the information of image tensor diffusion operator into the external energy term, the level set function moves up or down in transition region. And the zero level curves can be generated automatically at image locations which encounter two opposite directions of flow. In addition, a weighted \( p(\lambda_1, \lambda_2) \)-Dirichlet integral as regularity term is presented to diminish the influence of image ‘clutter’ and noise. So the targets contours in IR image with complex background can be efficiently extraction. The tensor diffusion level set method has an added benefit of allowing the use of a more simple level set initialization scheme, i.e., the level set function can be initialized with a constant function. It is more easier to use in practice than the widely used signed distance function or binary function.

The remainder of this paper is organized as follows. In Section 2, we review the structure tensor and tensor diffusion. The proposed model is introduced in Section 3. Numerical algorithms and experimental results are presented in Section 4. This paper is summarized in Section 5.

2. The structure tensor and tensor diffusion

For a scalar image \( I \), the classical structure tensor \( D \) is defined by Gaussian smoothing of the tensor product of the image gradient, i.e., [18]:

\[
D = J_\sigma(\nabla I) = G_\sigma \ast (\nabla I \ast \nabla I^T) = \begin{pmatrix}
G_\sigma \ast I_x^2 & G_\sigma \ast I_x I_y \\
G_\sigma \ast I_x I_y & G_\sigma \ast I_y^2
\end{pmatrix}
\]

(1)

where \( \nabla \) is gradient operator, \( G_\sigma \) is a Gaussian kernel with standard deviation \( \sigma \), and subscripts \( x \) and \( y \) denote the partial derivatives.

Since the structure tensor is symmetric and semi-positive definite matrix for each point \( (x,y) \in \Omega \), the eigenvalues \( \lambda_1, \lambda_2 \) where \( \lambda_1 \geq \lambda_2 \) are always non-negative. Its orthogonal eigenvectors \( v_1 \) and eigenvectors \( v_2 \) provide the preferred local structure, and the corresponding eigenvalues \( \lambda_1 \) and \( \lambda_2 \) provide the average contrast along \( v_1 \) and \( v_2 \), respectively. This means that \( v_1 \) is the orientation with the highest gray value fluctuations and \( v_2 \) the preferred local orientation. Constant areas in image are characterized by \( \lambda_1 = \lambda_2 = 0 \), local structure with larger variation, for example edge transition region, give \( \lambda_1 \gg \lambda_2 \approx 0 \), corners can be identified by \( \lambda_1 \approx \lambda_2 \gg 0 \).

Meanwhile, Weickert proposed a tensor diffusion in image processing [18]:

\[
\frac{\partial I}{\partial t} = div(D \nabla I)
\]

(2)

where \( div(\cdot) \) is divergence operator, and \( D \in \mathbb{R}^{2 \times 2} \) is a symmetric positive semi-definite diffusion tensor. With the tensor structure \( D \), we call the divergence operator \( div(D \nabla I) \) as a tensor diffusion operator.

By diagonalizing the structure tensor \( D \), the structure tensor can be described in terms of its eigenvalues and orthogonal unit eigenvectors:

\[
D = (v_1, v_2) \begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix} \begin{pmatrix}
v_1^T \\
v_2^T
\end{pmatrix}
\]

(3)

Under local coordinate system \((v_1, v_2)\),

\[
\nabla I = \frac{\partial I}{\partial v_1} v_1 + \frac{\partial I}{\partial v_2} v_2
\]

(4)

and the Eq. (2) can be rewritten as

\[
\frac{\partial I}{\partial t} = \frac{\partial I}{\partial v_1} \lambda_1 + \frac{\partial I}{\partial v_2} \lambda_2
\]

(5)

So the Eq. (2) provides the anisotropic diffusion in the true sense. In this anisotropic case not only the diffusion is adapted locally to the data but also the direction of smoothing.

3. Tensor diffusion level set model

In this section, we propose a tensor diffusion level set evolution strategy in terms of tensor diffusion operator and the eigenvalues of tensor-image. The goal is to automatic extract the IR targets contours under a sky–mountain–water complex background. The overall energy functional in our proposed model consists of three parts: external energy term \( E_{ext}(\phi) \), regularity term \( E_{reg}(\phi) \) and internal energy term \( P(\phi) \). Thus the overall energy functional can be described as

\[
E(\phi) = \nu E_{ext}(\phi) + \lambda E_{reg}(\phi) + \mu P(\phi)
\]

(6)

where \( \nu, \lambda, \mu > 0 \) are constants. When the zero level set of \( \phi \) finally comes to a steady state, it will become the contours that separate IR objects from the background.

For a given image \( I: \Omega \rightarrow R \) and a level set function \( \phi(x,y): \Omega \rightarrow [0,1] \), where \( \Omega \subset \mathbb{R}^2 \) is the image domain, we first formulate the external energy \( E_{ext}(\phi) \) as:

\[
E_{ext}(\phi) = \int_\Omega div(J_\sigma(\nabla I) \ast \nabla \phi) \cdot H_c(-\phi) \, dx \, dy
\]

(7)

and

\[
H_c(z) = \frac{1}{2} \left( 1 + \frac{2}{\pi} \arctan \left( \frac{z}{1} \right) \right)
\]

(8)

\[
J_\sigma(\nabla I) = G_\sigma \ast (\nabla I \ast \nabla I^T) = \begin{pmatrix}
G_\sigma \ast I_x^2 & G_\sigma \ast I_x I_y \\
G_\sigma \ast I_x I_y & G_\sigma \ast I_y^2
\end{pmatrix}
\]

(9)

where \( H_c(\cdot) \) is the smooth Heaviside function defined by [8].

In order to control the smoothness of the zero level set and further avoid the occurrence of small, isolated regions in the final segmentation, we construct the following functional as the geometric regularization on the zero level set:

\[
E_{reg}(\phi) = \int_\Omega \frac{1}{p(\lambda_1, \lambda_2)} \delta(\phi) |\nabla \phi|^{p(\lambda_1, \lambda_2)} \, dx \, dy
\]

(10)

and

\[
\delta_c(z) = H_c^c(z) = \frac{1}{\pi} \frac{z}{z^2 + 1}
\]

(11)

\[
p(\lambda_1, \lambda_2) = \begin{cases}
1 & \text{if } \lambda_1 \geq \lambda_2 > K \\
1 + \frac{1}{2} \exp\left(-\left(\lambda_1 - \lambda_2\right)^2\right) & \text{otherwise}
\end{cases}
\]

(12)

where \( \delta_c(\cdot) \) is the smooth Dirac function, \( \lambda_1, \lambda_2 (\lambda_1 \geq \lambda_2) \) are eigenvalues of the structure tensor \( J_\sigma(\nabla I) \), \( K \) is a threshold. In this paper, we choose threshold \( K = 10 \). For each pair \( \lambda_1 \) and \( \lambda_2 \), we have \( p(\lambda_1, \lambda_2) \in [1,1.5] \).

The functional (10) is in fact the weighted \( p \)-Dirichlet integral with variable exponent, so we call it the weighted \( p(\lambda_1, \lambda_2) \)-Dirichlet integral.

In [9], Li et al. proposed an internal energy:

\[
P(\phi) = \frac{1}{2} \int_\Omega |\nabla \phi| - 1|^2 \, dx \, dy
\]

(13)

which acts as a metric to characterize how close the level set function to a signed distance function. This metric will be adopted in our model to make the evolving level set function behave approximately like a signed distance function.

With the above three metrics, the proposed functional (6) can be rewrite as:

\[
E(\phi) = \nu \int_\Omega div(J_\sigma(\nabla I) \ast \nabla \phi) H_c(-\phi) \, dx \, dy
\]

\[
+ \lambda \int_\Omega \frac{1}{p(\lambda_1, \lambda_2)} \delta(\phi) |\nabla \phi|^{p(\lambda_1, \lambda_2)} \, dx \, dy + \frac{1}{2} \mu \int_\Omega |\nabla \phi| - 1|^2 \, dx \, dy
\]

(14)
In a dynamical scheme via steepest descent, minimizing the energy functional (14) with respect to \( \phi \), we obtain the evolution PDE:

\[
\frac{\partial \phi}{\partial t} = \delta_{\epsilon}(\phi) \left( \text{div}(J_{\phi} \nabla I) \nabla I + \lambda \text{div}(|\nabla J_{\phi}|^{p_i-2} \nabla \phi) \right) - \frac{1}{P_{[\lambda_1, \lambda_2]}} \delta_{\epsilon}(\phi) |\nabla \phi|^{P_{[\lambda_1, \lambda_2]}-2} - \Delta \phi - \mu \left( \Delta \phi - \text{div}\left( \frac{\nabla \phi}{|\nabla \phi|} \right) \right)
\]

(15)

3.1. Why use the tensor diffusion operator in external energy term?

In this subsection, we analyze the behavior of external energy functional \( E_{\text{ext}}(\phi) \) (7). The behavior of \( E_{\text{ext}}(\phi) \) is mainly controlled by tensor diffusion operator \( \text{div}(J_{\phi} \nabla I) \). In fact, we have known from Section 2,

\[
\text{div}(J_{\phi} \nabla I) = \frac{\partial}{\partial x_1} \left( \lambda_1 \frac{\partial I}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( \lambda_2 \frac{\partial I}{\partial x_2} \right)
\]

(16)

In image analysis applications, the direction \( v_1 \) is considered to be the direction across the image feature, and the direction \( v_2 \) is considered to be the direction along the image feature. According to the properties of \( \lambda_1 \) and \( \lambda_2 \), we have \( \text{div}(J_{\phi} \nabla I) = 0 \) for image flat areas. And \( \text{div}(J_{\phi} \nabla I) \approx \frac{\partial}{\partial x_1} (\lambda_1 \frac{\partial I}{\partial x_1}) \) for image transition region, which indicates that a shift of intensity at image transition region along the direction \( v_1 \) can cause significant response of the operator \( \text{div}(J_{\phi} \nabla I) \). It is very important for level set evolution.

Let us now investigate the impact of tensor diffusion operator to level set evolution by a simple example for a mollified step edge image (Fig. 1a). In which the level set \( \phi \) evolves according to PDE associated with \( E_{\text{ext}}(\phi) \) as follows:

\[
\frac{\partial \phi}{\partial t} = \text{div}(J_{\phi} \nabla I) \delta_{\epsilon}(\phi)
\]

(17)

Fig. 1b shows the 1-D horizontal gray level profiles along the center of the image \( I \), \( \text{div}(J_{\phi} \nabla I) \), \( \phi_0 \) and \( \phi_1 \). We can see from Fig. 1b that the operator \( \text{div}(J_{\phi} \nabla I) \) is positive (negative) in transition region associated with the dark (bright) side of the edge. The level set evolution starts with \( \phi_0 = 1 \), and \( \phi \) moves up (down) in transition region associated with the dark (bright) side after 1 iteration. This can easily be explained. \( \text{div}(J_{\phi} \nabla I) > 0 \) \( \text{div}(J_{\phi} \nabla I) < 0 \) results in \( \frac{\partial \phi}{\partial t} > 0 \), \( \frac{\partial \phi}{\partial t} < 0 \). Then the function \( \phi \) increases (decreases) in transition region, which drives the level set function moving up (down) and causes the sign of \( \phi \) flip around edges. So the zero level curves can be generated automatically at image locations where two opposite directions of flow encounter after iteration \( k \).

3.2. Why use the weighted \( p(\lambda_1, \lambda_2) \)-Dirichlet integral regularization?

Level set methods must impose some regularization constraints on level set functions usually due to noise. Typically this is performed by penalizing the length or weighted length of the zero level set [8–10]. But its level lines tend to overlap for noisy image [22]. In [22], two smoother regularizations \( \int_0^1 |\nabla \phi|^2 \, dx \, dy \) and \( \| \nabla \phi \|_1 \) were introduced. They have exhibited certain capability of dealing with noise image and allow the level lines to remain smoothing. However the smoother regularization may cause the active contours to pass through weak object boundary. Recently, Zhou et al. [23] proposed a weighted \( p \)-Dirichlet integral as the geometric regularization on zero level set. Different value of \( p \geq 1 \) results in a tradeoff between length regularization and smoother regularization. But if the image intensities representing background are ‘cluster’, this regularization may become sensitive to exponent \( p \).

Here we introduce the \( p(\lambda_1, \lambda_2) \)-Dirichlet integral regularization, just as formula (10). The idea behind (10) is that the amount of regularization on zero level set can be adjusted automatically by the exponent \( p(\lambda_1, \lambda_2) \) to fit the image feature. Under this situation of the regularization on zero level set, three distinct cases are considered. (1) If \( \lambda_1 \approx \lambda_2 \approx 0 \), the local area is considered as foreground or background area. In this case, \( p(\lambda_1, \lambda_2) \to 1.5 \), which ensures \( p(\lambda_1, \lambda_2) \)-Dirichlet integral similar to the smoother regularization. This regularization avoids occurrence of small, isolated regions in the final segmentation. (2) If \( \lambda_1 \gg \lambda_2 \approx 0 \), the local neighborhood is edge-shaped. Obvious, \( p(\lambda_1, \lambda_2) \to 1 \), this ensures the active contours not to pass through weak object boundary. (3) \( \lambda_1 \approx \lambda_2 \gg 0 \), this means a corner is presented at this pixel, we put \( p(\lambda_1, \lambda_2) = 1 \), which ensures that the contour of corner will not be destroyed.

3.3. Flexible initialization of level set function

In standard level set methods [8,16,17], it is necessary to initialize the level set function \( \phi \) as a signed distance function (SDF). But...
such initialization is fraught with its own problems, such as how and where to define the initial contours. Some techniques for automatic or optimal initialization have been proposed [24, 25] to address this problem. Recently, an efficient binary initialization scheme was proposed [9] and attracted great interest. However, it still need user intervention to define the initial contours, which limits its applications in practice. Li et al. [26] proposed a nonzero constant initialization scheme to address the problem of contours initialization. In this paper, due to the introduction of the external energy functional (7), the level set function \( \phi \) allows adopting more flexible initialization scheme as follows:

1. The initial level set function is a nonzero constant function [26], such as
   \[
   \phi_0(x, y) = \rho, \quad (x, y) \in \Omega
   \]  
   (18)
   where \( \rho \) is a nonzero constant.

2. The initial level set function is a signed distance function [8], such as
   \[
   \phi_0(x, y, t) = \begin{cases} 
   -d((x, y), C), & (x, y) \in \text{in}(C) \\
   0, & (x, y) \in C \\
   +d((x, y), C), & (x, y) \in \text{out}(C) 
   \end{cases}
   \]  
   (19)

3. The initial level set function is a binary function [9], such as
   \[
   \phi_0(x, y) = \begin{cases} 
   -\rho, & (x, y) \in \omega \\
   +\rho, & (x, y) \in \Omega \setminus \omega
   \end{cases}
   \]  
   (20)
   where \( \omega \) is a region in the image domain \( \Omega \), and \( \rho > 0 \) is a constant.

To demonstrate effectiveness of the proposed initial scheme, we apply the proposed initialization and tensor-value diffusion level set model for the same image in Fig. 2. The level set evolution starts with the following three case: (1) a nonzero constant level set function; (2) a signed distance function; (3) a binary function. As can be seen, the 3-D plot of initial level set function, the initial contours, the segmentation results and the 3-D plot of final level set function are shown in the first, second, third and forth column of Fig. 2, respectively. Especially for the first case, the level set function is initialized as a nonzero constant level set function, so there is no initial contour. Though we adopt different initial schemes and initial contours, it can be clearly seen from the results in Fig. 2 that we obtain the same desirable results. This experiment also shows that our method robust to initial conditions.

Fig. 2. Tensor diffusion level set evolution with different initial conditions. The first column: 3-D figure of initial level set functions (18)–(20) (from top to bottom), respectively. The second column: Initial contours correspond to different initial scheme. The third column: Final results of contours extraction. The forth column: 3-D figure of final level set functions.
It is worth noting that the constant initial scheme (18) can faster capture the targets contours (only 10 iterations) than the other two initial scheme (30 or 20 iterations), and this kind of constant initial scheme are more easier to use in practice than the widely used signed distance function or binary function. So the level set functions always are simply initialized to a nonzero constant function, i.e. \( \phi_0(x,y) = 1 \), for later experiments.

### 4. Numerical algorithm and experimental results

#### 4.1. Implementation

The evolution Eq. (15) is implemented using a simple finite difference scheme. And all the spatial partial derivatives \( \partial \phi / \partial x \) and \( \partial \phi / \partial y \) are approximated by the central difference, and the temporal partial derivative \( \partial \phi / \partial t \) is discretized as the forward difference. The approximation of Eq. (15) can be simply written as

\[
\phi_{i,j}^{n+1} = \phi_{i,j}^{n} + \Delta t \cdot L\left( \phi_{i,j}^{n} \right)
\]

where \( \phi_{i,j}^{n} = \phi(i,j,n\Delta t) \) with \( n \geq 0 \), and \( L\left( \phi_{i,j}^{n} \right) \) is the spatial difference approximation of the right hand side in Eq. (15).

Computational cost is also important for level set evolution. In our method, the regularity of the level set function \( \phi \) is inherently ensured by \( d\psi|_{\nabla \phi^{(i,j,z)} = 0} \nabla \phi \) and \( \frac{1}{(1 + |v|^2)} - 1 \). To compute more efficiently, the later can be canceled. Therefore in our implementation, we adopt the following modified form of Eq. (15)

\[
\frac{\partial \phi}{\partial t} = \delta_{\lambda}(\phi) \left( \frac{d\psi|_{\nabla \phi^{(i,j,z)} = 0} \nabla \phi}{d\psi|_{\nabla \phi^{(i,j,z)} = 0} \nabla \phi} \right) + \mu \left( \frac{\Delta \phi}{d\psi|_{\nabla \phi^{(i,j,z)} = 0} \nabla \phi} \right)
\]

#### 4.2. Experimental results

The proposed tensor diffusion level set method has been applied to extraction targets in varied infrared image scenes. The level set function \( \psi(x,y,t) \) is simply initialized to \( \phi_0(x,y) = 1 \) for all experiments. Besides, we use the following default setting of the parameters for all the experiments: \( \varepsilon = 1.5 \), \( \sigma = 1.5 \), \( \mu = 0.04 \), \( \lambda = 10 \) and time step \( \Delta t = 5.0 \). We use relatively small parameter \( \nu \) for the experiment in this section. In general, our method with a smaller value \( \nu \) can produce less sensitivity to ‘clutter’, while it is more robustness to weak object boundary when a larger \( \nu \) is used. The full decision of value \( \nu \) depends on varied infrared image scenes. We will give the exact value of \( \nu \) each time.

Fig. 3 demonstrates the proposed method effect of several IR images under different ‘clutter’ background (150 \( \times \) 56). All of them are typical image with pixel mixing (see the first column of Fig. 3). Because of the sun’s refraction, the waves of the sea produce many high gray-level regions in infrared images. It has been regarded as a difficult task in most case to extract target contours under ‘clutter’ backgrounds. The second to the forth column in Fig. 3 show how our model works on these images. Level set evolution starts with \( \phi_0 = 1 \), i.e., there are no initial contours. It can be seen from the second column that some contours can emerge automatically after only 1 iteration. The emergences of contours can be explained as that the external energy term have influence on the change of \( \phi \) in the entire image domain. Afterwards, the generated contours evolve toward the desired objects boundaries, while some false contours in background shrink gradually, as shown in the third and forth column of Fig. 3. This shrinking phenomenon can be interpreted as the influence of the adaptive regularity term. Finally, the evolving curves convergence to the true boundary of each shape after 50 iterations, as can be seen in the forth column of Fig. 3. The results show that our model successfully detects all the IR objects under different ‘clutter’ backgrounds.

Fig. 4 shows the segmentation results for five real IR images with sky–mountain–water background (250 \( \times \) 180) using the 2-D maximum entropy thresholding model [3], the improved CV model [11] and the propose model. In actual sky–mountain–water conflicts, the background of boats were quite complex. Moreover, part of the boats are quite weak. For such image, the 2-D maximum entropy model cannot segment them correctly. In fact, no matter what threshold is selected, some part of the background/foreground is incorrectly identified as the foreground/background, as shown in the second column. The third column of Fig. 4 shows erroneous results obtained by applying the improved CV model. As can be seen, the mountain–water line has a serious impact on
the results of level set evolution. In addition, the improved CV model cannot extract the weak object contour at the bottom of the last image. Due to the introduction of multi-channel information with structure tensor for our model, it avoids the influence of mountain–water line. We can see from the forth column of Fig. 4, our model extract successfully all the boats contours under sky–mountain–water background.

5. Conclusion

A tensor diffusion level set method is proposed to extract IR targets contour under complex background. This framework utilizes image tensor diffusion operator to integrate the information at each image location, which drives the level set function up or down in transition region, and located targets edges. While a weighted $p(\lambda_1, \lambda_2)$-Dirichlet integral as regularity term is presented to diminish the influence of image ‘clutter’ and noise. So the targets contours in image with complex background can be efficiently extraction. Another merit of the proposed method is robust to initial conditions. Experimental results on IR images with different backgrounds demonstrate the effectiveness of the tensor diffusion level set method.
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